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#### Abstract

Machine learning models, such as topic models and word embeddings, detect statistical patterns in text collections much too large for a human to read. However, these tools may reveal sensitive information particular to individuals, like a unique conversation or medical report. In this talk, I discuss a way to preserve people's privacy when inferring topic models by introducing randomness to word counts before model inference. I show that, by accounting for how this random noise changes the statistical distributions of words in a collection, we can obtain topic models similar to those we would get from the original text while enforcing specific privacy guarantees.
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